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In order to understand some of the systematic effects associated with conventional Mott
scattering electron polarization measurements, we analyzed asymmetry data obtained with 94-keV 
polarized electrons scattered at 120" from gold-foil targets ranging in thickness from 27 to 62 
µg/cm 2• Based upon an examination of the influence of multiple and plural scattering, we conclude 
that the precision of such Mott measurements is fundamentally limited by an experimental uncer
tainty of greater than ±2.5% and an absolute uncertainty of approximately ±5%, considerably 
worse than is customarily assumed. We believe that similar conclusions can be drawn for measure
ments made with "compact" cylindrical and spherical Mott polarimeters. 

I. INTRODUCTION 

During the last twenty years, polarized electron sources 
have undergone substantial development, 1- 7 resulting in 
the increased application of polarized electron beams to a 
variety of experimental studies. Their usage received a 
major impetus in 1975 with the first report of the GaAs 
photoemission source.8 Although limited by a valence
band degeneracy to a polarization of ::;; 0.5, the GaAs 
source produces extremely high electron currents9 of in
trinsically high brightness and narrow energy spread, 10• 11 
characteristics which make it the undisputed choice for 
most polarized electron applications .. 

The growth of the polarized electron "industry," not 
unexpectedly, has created an increasing need for precise, 
reliable electron polarimeters. To date, despite occasional 
uses of other polarimeters, high-energy (30-120 keV) 
Mott scattering1•5·6· 12- 21 still serves as the industry stan
dard,22-36 as it has since the late 1950's.37·38 It is per
tinent, therefore, to address the issue of the limitations of 
Mott-scattering measurements as reflected by systematic 
uncertainties that affect the absolute determinations of 
electron polarization. 

Until fairly recently, Mott polarimeters tended to be of 
a standard design22 in which transversely polarized elec
trons are first accelerated to energies of approximately 
100 keV in a conventional accelerating column and subse
quently allowed to strike thin gold-foil targets. Counting 
rates for electrons elastically scattered at 120" in a plane 
perpendicular to their polarization vector P are then mea
sured by energy-sensitive detectors arranged 180" apart in 
azimuthal angle. Figures 1 and 2 illustrate respectively 
the typical layout and scattering geometry of such a polar
imeter. 22 

34 

As is evident from Fig. 1, conventional Mott scattering 
devices are rather cumbersome in part because their high
voltage accelerating column is exposed and in part be
cause their detectors must be maintained at high voltage. 
Moreover they suffer from poor discrimination against 
inelastically scattered electrons, a consequence of the in
trinsic resolution of most energy-sensitive detectors. In 
light of these liabilities, the conventional Mott polarimeter 
has been increasingly replaced by more compact de
vices25· 32·33 in which scattering energies are reduced to less 
than 50 keV, a single-stage internal accelerating geometry 
is used instead of the exposed column, and channel elec
tron multipliers biased close to ground potential are em
ployed in place of energy-sensitive detectors floated at 
high voltage. The cylindrical or spherical geometries of 
the compact polarimeters, shown in Figs. 3(a) and 3(b), 
respectively, allow inelastic scattering events to be elim
inated electrostatically with a resolution much higher than 
that obtainable with energy-sensitive detectors. While the 
compact Mott devices greatly improve the ease with 
which electron polarizations can be measured, they still 
suffer from a number of the same fundamental limitations 
of conventional Mott polarimeters. In this paper we dis
cuss these limitations based upon measurements made us
ing a conventional polarimeter. 

The underlying physics of Mott scattering, or more pre
cisely "high-energy" Mott scattering, 6 is the spin-orbit in
teraction, which is enhanced by the use of high-Z targets, 
typically thin gold foils. The generalized differential elas
tic Mott cross section can be written as 1 

d:~) =1(0)[1+S(8)P·n], (I) 

where P is the polarization vector of the incident elec-
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FIG. 1. Scale drawing of standard Mott-scattering electron polarimeter (Ref. 22) (side and end views). The Wien-filter spin rotator 
consists of crossed transverse electric and magnetic fields of 1.91 kV /cm and 39 G, respectively. With the Wien filter maintained at 
+6 kV with respect to ground, the beam energy in the Wien filter is 7 keV. The accelerator tube consists of seven aluminum disks 
connected by 1.7-GO resistors. The entire Mott-scattering region, including detectors, preamplifiers, amplifiers, and detector bias 
supplies is maintained at a potential of + 93 kV, providing a beam energy of 94 ke V. 

trons, n is the unit vector normal to the scattering plane 
shown in Fig. 4, and /(0) and S(0) are defined by 

/(0)= lfl0)1 2+ IG(0)j 2 (2) 

and 

S(0)= .F(0)G•(0)-F•(0)G(0) 
l /(0) ' 

(3) 

1 10cm 

94 keV 

FIG. 2. Geometry of Mott scattering region. The 94-keV 
transversely polarized electrons enter from the left and are scat
tered by one of four gold targets in the target wheel, which can 
be rotated while the system is under vacuum and at high volt
age. The following elements are indicated: (1) aluminum vacu
um chamber, (2) Lucite window, (3) aluminum shielding, (4) 
aluminum beam collimator, (5) surface-barrier detector, (6) tar
get wheel, (7) gold-foil target. 

with F(0) and G (0) respectively denoting the spin
nonflip and spin-flip scattering amplitudes. Provided P is 
not purely longitudinal, it is clear from Eq. (1) that the 
differential cross section depends not only on S(0) but 
also on the azimuthal angle <p. The latter dependence 
enters through the definition of n: 

(4) 

where k1 is the momentum of the incident electron and k2 

the momentum of the scattered electron. If, for example, 
two ideal detectors are located 1r radians ( 180") apart in 
azimuth and P is oriented perpendicular to the scattering 
plane, an-ideal Mott asymmetry 6M(0) can be defined by 

N2(0)-N1(0) 
6M( 0)= N2(0)+N1(0) ' (5) 

where N2(0)=N(0,+1r/2) and N 1(0)=N(0,-1r/2) are 
the counting rates of the two detectors. With the use of 
Eq. (1), 6M(0) in turn can be expressed as 

(6) 

The sensitivity of the polarimeter thus depends directly on 
S(8), as a consequence of which this function is cus
tomarily called the "analyzing power." Although many 
calculations of S(8) have been performed through the 
years, 12, 39- 47 the first accurate calculations incorporating 
screening were carried out by Sherman, for gold ( Z = 79), 
cadmium (Z=48), and aluminum (Z=l3). 48•49 Conse
quently the Mott analyzing power is also known as the 
"Sherman function." 

While the fundamental physics of Mott scattering, as 
described by Eqs. (1)-(6), is well understood, the com-
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plexities introduced by any practical apparatus pose prob
lems that make the interpretation of polarization measure
ments somewhat difficult. In the following sections we 
will examine some of the systematic effects that compli
cate such measurements and investigate the limits that 

FIG. 4. Kinematics of Mott scattering showing initial and fi
nal momentum vectors k1 and k2, respectively, polarization vec-

( O) tor P, and unit vector i normal to the scattering plane. 
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FIG. 3. Schematic diagram of essential components of (a) 
cylindrical Mott polarimeter taken from Ref. 25 and (b) spheri
cal Mott polarimeter taken from Ref. 32. 

they place on the ultimate precision of Mott polarimetry. 
We will also address the question of future Mott scatter
ing needs in light of our conclusions. 

II. EXPERIMENTAL APPARATUS 
AND DATA ACQUISITION 

The polarized electron apparatus used in our Mott 
scatterinJ studies has been described in detail else
where,22· 4•5o-53 with scale drawings of the various com
ponents appearing in Refs. 22 and 34. For clarity, we 
now summarize the relevant features of the experimental 
configuration. 

Longitudinally polarized 1-keV electrons emerging 
from a Fano-effect source22 were deflected by a 45° bend
ing magnet into the polarimeter beam line and transported 
by a series of magnetic lenses and steering coils to a 
Wien-filter54 spin-rotator unit. In this unit, the beam was 
first accelerated to 7 keV (to minimize the effects of fring
ing fields) and then focused by an electrostatic quadrupole 
doublet into the Wien-filter proper, which had an effec
tive length of 11.7 cm and a field plate separation of 1.27 
cm and which employed crossed transverse electric and 
magnetic fields of 1.9 kV /cm and 39 G, respectively. The 
transversely polarized electrons emerging from the spin 
rotator were then transported through an electrostatic 
steering section and accelerated to approximately 94 ke V 
(/:1=0.53) in a conventional high-voltage column prepara
tory to Mott-scattering analysis. 

Upon entering the Mott chamber, the "high-energy" 
electrons, with their polarization vector oriented horizon
tally, passed through an aluminum shield and collimation 
assembly, which served both to define the beam and shield 
the detectors from stray electrons, as suggested by the 
geometry shown in Fig. 2. Electrons scattered through 
120° by gold-foil targets located downstream from the end 
of the tube were detected by two silicon surface barrier 
detectors (Ortec SBEE 100) situated 180- apart azimuthal
ly in the vertical plane. Each detector subtended a solid 
angle of 0.14 sr, defined by an entrance aperture in its 
aluminum housing. 

The target foils, 1.5 cm in diameter, were mounted on 
an aluminum wheel that could be rotated under vacuum. 
In the study covered by this report, four gold foils were 
used with areal densities of 27, 44, 53, and 62 µg/cm 2• 

The foils were prepared by vacuum deposition on "low
molecular-weight" Formvar (Monsanto type 7 /95E) back
ings approximately 20 µg/cm2 in thickness. In addition 
to the four gold targets, the target wheel contained a bare 
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Formvar foil and a 109Cd internal-conversion electron 
source for energy calibration, the latter deposited on a 
thin nickel foil. The thicknesses of the gold foils were 
measured relatively to accuracies of ±5% by a piezoelec
tric frequency monitor (Sloan Instruments model DTM-3) 
used during the vacuum deposition process. In order to 
place the thickness on an absolute scale, interferometric 
measurements were performed on a glass flat that had 
been exposed during the deposition process. While not 
particularly germane to the Mott measurements reported 
in this paper, the absolute thicknesses provide information 
that is useful for comparisons with Mott work carried out 
by other researchers. The interferometric calibration 
method resulted in a conversion factor of 17.7 
(µg/cm 2)/kHz with an uncertainty of ±20%. Thus the 
absolute thickness of the foils used are characterized by 
uncertainties of ±21 %. 

As illustrated in Fig. 1, the entire Mott-scattering 
chamber was isolated at high voltage. Therefore the 
detector outputs were converted to analog optical signals, 
coupled to ground potential through Lucite light pipes, 
and converted back to electrical pulses by photomultiplier 
tubes (PMT's). The PMT signals were routed to amplifier 
discriminators and subsequently counted by 10-MHz 
scalers. Periodically, a 512-channel pulse-height analyzer 
(PHA) was used to monitor the PMT outputs. Based 
upon the electron-energy-loss spectrum displayed on the 
PHA, discriminator levels were chosen that optimally re
jected inelastic events and yet still preserved the bulk of 
the elastic ones. The PHA was also used as a monitor of 
the electron beam energy through reference to the 62.5-
and 84.5-keV internal conversion peaks of the 109Cd 
source. 

The Mott polarimeter and its beam line were pumped 
by a liquid-nitrogen-trapped 6-in. oil diffusion pump lo
cated directly beneath the spin-rotator section. The vacu
um chambers as well as the beam pipe were fabricated 
from aluminum, while internal components were con
structed of materials that included brass, copper, stainless 
steel, Lucite, Teflon, and aluminum. In order to enhance 
the distinction between background electrons scattered 
from various surf aces and those scattered from the gold 
foils, all metallic components in the scattering chamber 
proper were fabricated from aluminum and where possible 
were coated with graphite. This exclusive use of low-Z 
materials in the scattering chamber maximized the proba
bility of energy loss in the spectrum of background elec
trons, thereby allowing the discriminators to be used ef
fectively in the rejection of background events. The polar
imeter pressure, as read by an ionization gauge at the spin 
rotator, was nominally 10-6 Torr. 

8efore the start of a polarization measurement, a beam 
of unpolarized electrons, produced by the removal of the 
linear polarizer from the Fano-source optical train,22•34 

was guided into the Mott-scattering chamber. Phos
phorescent ZnS viewing screens that could be moved in 
and out of the beam at the entrance and exit of the Wien
filter chamber were used to make preliminary adjustments 
of the beam alignment. With both screens removed, the 
beam was further tuned to maximize the counting rates in 
the surface barrier detectors and simultaneously minimize 
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FIG. 5. Mott-scattering pulse-height-analyzer (PHA) spec
trum. The vertical scale is a factor of 10 lower in (b) than in (a). 
The shaded area represents the "inelastic background" subtrac
tion and the arrow indicates the discriminator threshold. The 
solid line gives the exponential fit to the inelastic scattering 
below threshold. Not shown at twice the elastic energy (188 
keV) is the pile-up spectrum that contains less than 0.2% of the 
counts above threshold. 

the difference in the counting rates of the two detectors. 
Additional fine tuning was carried out with the polarized 
beam to make instrumental asymmetries resulting from 
beam misalignment virtually negligible. Typical pulse
height spectra for a gold foil and a bare Formvar foil are 
shown in Figs. 5 and 6, respectively. The 13-keV energy 
width of the elastic peak is attributable to the intrinsic 
resolution of the surface barrier detectors, a contention 
borne out by the presence of the seme width for the spec
tra of internal conversion electrons from the 109Cd source. 
For each detector, a discriminator was set at the local 
minimum of the Mott spectrum with pulses above the 
discriminator threshold recorded in the 10-MHz scalers, 
as described previously. 

A complete Mott polarization measurement was carried 
out in the following manner. Counts from the two silicon 
surface barrier detectors were accumulated for both elec
tron helicities, with typical counting times of 15 s for each 
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FIG. 6. Pulse-height spectrum for scattering from bare 
Formvar target. 
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helicity. In order to avoid nonlinearities in the response 
of the photomultiplier tubes, counting rates were always 
kept below 2 kHz through the insertion of a perforated 
screen in the uv light beam of the Fano source. After the 
electron polarization had been reversed three times, result
ing in a total of approximately 160 000 counts for the sum 
of the two detectors, a gold target of different thickness 
was moved into the beam position and the accumulation 
sequence was repeated. Once data for all four foils were 
obtained, the entire process was carried out three more 
times. A complete measurement including all experimen
tal procedures and resulting in approximately 2.6X 106 
counts required no more than 30 min. 

III. DATA ANALYSIS AND RESULTS 

The starting point for the extraction of the electron po
larization P from any real experimental measurement is 
the relation 

(7) 

where (S) is the Sherman function, averaged over the 
solid-angle acceptance of the detectors, and AM is the 
measured Mott asymmetry, defined by 

N2-N1 
AM=--

N2+N1 
(8) 

with N 1 and N 2 the accumulated counts from detectors 1 
and 2, respectively, resulting from single elastic scattering 
events from the gold target. The validity of Eq. (7) relies 
on the complete reflection symmetry of the Mott ap
paratus through the plane that contains the electron beam 
and that is perpendicular to the nominal scattering plane. 
It should be noted that complete reflection symmetry en
compasses electronic as well as geometric properties of the 
polarimeter. Electronic symmetry, for example, requires 
that the efficiencies of the detectors be equal, that their 
energy resolutions be the same, and that their associated 
signal-processing hardware behave equivalently. The bal
ance of this section of the paper is devoted to an examina
tion of the effects that result in a departure from the ideal 
situation represented by Eq. (7), the corrections that must 
be made to account for these departures, and the implica
tions that these departures have on the accuracy of a Mott 
measurement. 

Throughout the subsequent discussion we will use the 
terms "inelastic" and "elastic" events. By the former we 
mean those events in the pulse-height spectrum that can 
be described by a function that decreases approximately 
exponentially with increasing energy, as shown in Fig. 5. 
By the latter we mean all remaining events that appear in 
the pulse-height spectrum at energies above the discrimi
nator threshold. These definitions are purely operational 
and somewhat arbitrary, since (as we shall see) multiple
and plural-scattering processes, inherently involving some 
degree of inelasticity, contribute measurably to our defined 
elastic spectrum. Conversely, incomplete energy deposition 
in the surface barrier detector by true elastically scattered 
electrons contribute to our "inelastic" background. 
Nonetheless, given the 13-keV resolution of the detectors, 

there is probably no simple, unambiguous way of labeling 
the principal sections of the pulse-height spectrum. 

Having explained our use of terminology, we now list 
the dominant effects that potentially can contribute to 
departures from the ideal case of Eq. (7). 

(1) Detector and electronic noise contributions to N 1 
and N 2• 

(2) Inelastic contributions to N 1 and N 2, resulting from 
the finite detector resolution and attributable to (a) single, 
multiple, and plural scattering16·55 - 60 from both gold and 
the Formvar, (b) target scattering combined with wall re
flections,6·61 and (c) incomplete energy deposition in the 
detector due to outscattering from the detector.62 

(3) Elastic contributions to N 1 and N 2 that are degrad
ed in asymmetry, resulting from (a) plural and multiple 
scattering, (b) target scattering combined with wall reflec
tions, and (c) Formvar scattering. 

(4) Instrumental asymmetries, including unequal detec
tor efficiencies. 

We illustrate schematically in Fig. 7 the influence of 
several of these effects on the pulse-height spectrum. 

As can be seen from the figure, the use of discrimina
tors virtually eliminates the effect of noise on our count
ing rates. Quantitatively, we found that above the 
discriminator threshold, the "dark-counting" rate that 
remained when the electron beam was blocked was always 
less than 0.1 % of the Mott counting rate produced by the 
incident polarized electron beam. Therefore, in our 
analysis we neglected all noise corrections to N 1 and N 2. 

Unfortunately, the processes included in the second and 
third categories on our list were more significant. For 
several of them we were able to make corrections relative
ly easily; in other cases the task was quite difficult, if not 

PHA CHANNEL 

FIG. 7. Schematic representation of contributions to a typical 
Mott pulse-height spectrum, showing incident electron energy 
E0 , detector energy resolution <full-width-half-maximum) 6E, 
and discriminator threshold E,h- Events in regions (1) and (2) 
comprise the "inelastic background"; events in region (3) are due 
to elastic scattering from Formvar; events in region (4) are due 
to "inelastic" multiple and plural scattering; events in region (5) 
are due to elastic single scattering. Events in region (1) are elim
inated by the discriminator, while those in regions (2) and (3) are 
removed in the background subtraction process. 
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impossible without the introduction of significant uncer
tainties. As an example of a relatively simple, straightfor
ward correction, we cite the influence of both elastic and 
inelastic scattering from Formvar, which we were able to 
handle by subtraction of the rate produced by scattering 
from the bare Formvar target foil, a procedure that we 
will discuss in detail shortly. A considerably more com
plicated correction is that required for the effects of elas
tic multiple and plural scattering, which we treated by ex
trapolating the Mott asymmetry to zero foil thickness by 
a procedure that we will also discuss in detail. 

Before proceeding to these discussions, however, we 
first consider the effects of instrumental asymmetries, the 
last category on our list. In principle these effects can be 
eliminated by reversing the polarization vector of the in
cident electron beam, provided the reversal itself does not 
introduce an asymmetry. Modifying Eq. (8) to account 
for the effective efficiency of the detectors (including both 
geometric and electronic factors) we can write under these 
circumstances 

a2N"'i-a1NY 
1;.M=± + + ' 

a 2N 2 +a1N 1 
(9) 

where the superscript ± refers to the two directions of the 
polarization vector, and a; is the effective efficiency of 
detector i. With /3=a 1/a2 and R ±=Ny /NI, we can 
rewrite Eq. (9) as 

aM=+ l-/3R± 
- l+fJR± 

or, solving for (3R ±, we have 

+ l+aM 
{3R-=--. 

l±aM 

(10) 

(11) 

By constructing the ratio (3R + //JR - from measurements 
using opposite directions of polarization, we may solve for 
aM, obtaining 

_l.=1_ 
aM- i+s , 

where 

I NtN2 1112 

s= N;J:N, 

(12) 

(13) 

Since sis independent of (3, t;.M obtained from Eq. (12) is 

independent of instrumental asymmetries. In carrying out 
our measurements, we utilized this fact and thus effective
ly eliminated the influence of instrumental asymmetries. 
Since the reversal of the polarization vector relied on an 
optical reversal of the uv circular polarization in the Fano 
source, and since applications of the source to electron
hydrogen scattering3 revealed an absence of systematic 
asymmetries related to reversal at a level of less than 
10-3, we are confident that the reversal process did not 
introduce any systematic errors at the level of sensitivity 
of our Mott measurements. 

We now proceed to the more difficult corrections. In 
order to eliminate the effects of inelastic background 
events, we adopted a two-step procedure. First we set the 
discriminator levels on each detector channel to prevent 
counting of pulses with amplitudes below a value corre
sponding to the "knee" of the spectrum shown in Fig. 5. 
For the counted pulses, we made a further background 
correction by determining the fraction of those counts 
that are typically contained in a triangular region extend
ing from the knee of the spectrum to the high-energy tail 
of the elastic peak as shown in Fig. 5. We then reduced 
the accumulated scaler counts by this fraction. We adopt
ed this relatively unsophisticated triangular subtraction 
procedure because we believe that more elaborate tech
niques are not justified, given our poor knowledge of the 
true energy distribution of the inelastic events.63 - 72 

Moreover we found that for a given combination of detec
tor and direction of polarization, the fraction of counts in 
the triangular region remained constant from run to run, 
within counting statistics. Thus, denoting the total num
ber of counts above threshold by ( Nf )d and the back
ground fraction by bf we can express the corrected elastic 

:+count number ( N;- >e as 

(14) 

where the subscript i= 1,2 specifies the detector and 
Bf = ( b;± )( Nf )d. The four inelastic background fractions, 
by and b"'i, are given for each of the four gold-foil 
thicknesses in Table I along with the fraction of events, 
bp, attributed to scattering from Formvar which we will 
discuss shortly. As can be seen, each of the inelastic back
ground fractions is less than or equal to 6% and, within 
counting statistics, is independent of foil thickness. 

In an effort to understand in more detail the contribu
tion of various processes to the triangular tail of the in-

TABLE I. Background fractions b/, due to the inelastic scattering ("triangle" subtraction), and bF, 
due to elastic Formvar scattering, for various thicknesses of gold foils. 

Target 
thickness bt b1 bi b"i bF 
(µg/cm 2 ) (%) (%) (%) (%) (%) 

62 6.0(5) 4.8(4) 4.2(4) 4.9(5) 1.4(1) 
53 5.2(7) 5.0(6) 4.0(5) 4.7(7) 1.9(1) 
44 5.6(8) 4.0(5) 3.9(5) 4.7(7) 2.4(1) 
27 5.5(10) 3.4(6) 4.2(7) 3.7(7) 4.6(2) 
All 5.7(4) 4.4(3) 4.1(2) 4.6(3) 

Targets 



34 NEW INSIGHTS INTO MOTT-SCATTERING ELECTRON POLARIMETRY 917 

TABLE II. Possible contributions to the inelastic background fractions b;± and their expected depen
dence on AM and gold target thickness. The dependence given in the fourth column is obtained using 
the assumptions in the third column together with Eq. (15). 

Dependence for 

Contribution 

Noise 

Detector 
outscattering 

Inelastic multiple 
and plural 
scattering 

Target scattering 
plus wall 
reflection 

increasing 
gold thickness 

Decreasing 

Constant 

Increasing 

Constant 

elastic spectrum, we considered their expected dependence 
on foil thickness and asymmetry. Table II lists these con
tributions and their expected dependences, the latter based 
upon the assumptions that ( Nf )d increases with thickness 
and that 

I bt b1 I '12 = I (Nt )d/(Nt )d (N"i )d/(N1 )d ] ' 12 

bt b2 Bt /Bi B2 IB1 

( 1-AM )/( 1 +AM) (15) 
:::::, (1-Aft )/(1 +Aft) ' 

where Aft is the Mott asymmetry associated with the tri
angular background events. The second, approximate 
equality of Eq. (15) holds because of the approximate rela
tion 

(Nt )d(N2 )d (Nt )e(N"i le 

(Ni )d(N1 )d :::::, (Ni )e(N1 le 
(16) 

From the observation in each case that bf is indepen
dent of target thickness we conclude that only detector 
outscattering and target scattering plus wall reflections 
actually contributed to the triangular background. Furth
ermore, from the expected dependence of 
(btb 1 lbtb2 )112 on AM we can calculate the relative 
magnitude of these two contributions. If we set up the re
lation 

_2_1 =C+O-C) M l b+b- 1112 
[ 1-A I 

b"ibt l+AM 
(17) 

with Can unknown parameter, we find using the values 
of bf from Table II together with a typical value of 0.24 
for AM that C :::::,0.5. Thus we conclude that detector 
outscattering and target scattering plus wall reflections 
contribute almost equally. 

While contributions to the inelastic tail from detector 
outscattering are due, in fact, to "good elastic events," the 
contribution of such events to the individual background 
fractions, bf, is difficult to assess with any accuracy. 

Assumed 
dependence 

of t:,.f, 

0 

Equal to t:,.M 

0 

0 

Dependence of 
(bib1 lbib2 )112 

on t:,.M 

Independent of AM 

Therefore we have chosen to classify all of these events as 
background. Such a classification, in principle, does not 
affect the value of the Mott asymmetry. 

In order to determine the contribution of elastic scatter
ing arising from the Formvar backing of the gold targets, 
we compared the counting rate for scattering of polarized 
electrons from a bare Formvar target with the rates from 
each of the gold targets for the same incident electron 
current. As expected for a low-Z material, we found that 
the analyzing power of the Formvar is essentially zero. 
Consequently, for each of the gold foils we determined the 
fraction ( b F >f of electrons elastically scattered from the 
Formvar backing from the relation 

2N 
(b )+= F (18) 

F 1 (NT )e+(NI )e ' 

where NF is the number of elastic events from Form var 
registered at either detector. The freedom to choose either 
detector resulted from our observation that with a proper
ly tuned beam, NF was independent of the choice of 
detector. Since Formvar has zero analyzing power, we 
also found that NF was independent of polarization direc
tion. We further found that the sum ( NT >e +(NI )e was 
independent of polarization direction under proper tuning 
conditions. Thus in Table I we present ( b F >f as a func
tion of foil thickness only and omit the i subscript and ± 
superscript. The fraction bF has a maximum value of 
4.6% for the thinnest gold foil, and hence the elastic event 
rate due to scattering from Formvar is equivalent to that 
for a gold foil 1.2 µg/cm 2 thick. 

The corrected Mott event rate, (N;±)c, with background 
subtractions made for both inelastic and elastic Formvar 
scattering, is given by 

(Nf)c=(Nf)d-Bf-NF, 

or alternatively by 
+ + + ~+) (Nr)c=(Nr)d(l-b,)(1-,r , 

where 

(19) 

(20) 
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(21) 

We can combine these event rates to form a quantity Sc 
analogous to s of Eq. (13) with the qualification that Sc 
now depends on foil thickness. We thus have the correct
ed Mott asymmetry for foil thickness t, 

1-sc(t) 
aM(t)= l+sc(t) , 

with sc(t) given by 

r [ (Nt )c(N'2 >c } ' 12 

~c(t)= + 
(N"j)c(N 2 >c 

(22) 

= I (Nt )d(N2 )d ] ' 12 [ (1-bt} (1-b"i) ] '12 

(N1 )d(Nt )d ( l-b1) ( 1-bt) 

X 10-/t) (l-/:) ]112 (23) 
(l-/1) 0-/2) 

From the measurements of the inelastic background frac
tions br, we determined the second bracketed term of the 
lower equality of Eq. (23) to be 0.991(3). We found that 
the third term varied from 0.974(5) for the 27 µg/cm2 tar
get to 0.993(1) for the 62 µg/cm2 target. 

The foregoing analysis implies that multiple and plural 
scattering contribute negligibly to the inelastic back
ground fractions br, determined from our triangular sub
traction method. We might therefore be tempted to con
clude that multiple and plural scattering have only a small 
effect on our measurements, were it not for the common 
knowledge16- 25•32•33 that they are the primary cause of the 
decrease in the Mott asymmetry (or effective Mott analyz
ing power) as the foil thickness increases, the incident 
electron energy decreases, or the scattering angle 0 in
creases. We must thus examine the elastic portion of the 
spectrum in a search for the presence of multiple- and 
plural-scattering events. Consistent with our prior nota
tion, we refer to these as "elastic multiple- and plural
scattering" contributions, despite the fact that they are al
most certainly associated with some energy loss, a subject 
we will consider in the last section of this paper. 

In order to evaluate the possible influence of elastic 
multiple and plural scattering on our measurements, we 
carry out an extrapolation of our data to zero foil thick
ness, where by definition only single scattering may occur. 
While foil thickness extrapolation is a general procedure 
that is widely used, an examination of Mott literature re
veals that the specifics of the extrapolation vary consider
ably. We therefore carry out the extrapolation by a num
ber of different techniques, all of which we believe are 
equally justifiable based upon present theoretical 
knowledge of multiple and plural scattering. 

Although considerable theoretical attention has been 
devoted to the theory of multiple and plural scatter
ing, 16•55 - 60 our starting point is the expansion of N ( 0,<f, ), 
the scattered intensity, in powers oft, the target thickness. 
For the thin targets employed in our studies, truncation of 
the expansion at second order in t should suffice. In the 
case of electrons with a transverse polarization P, it has 

been shown16 that N(0,±1r/2) can be expressed as 

N(0, ±1r/2)::::::ptl(0){ ( 1 +/3t)[l ±PS(0)]+atPS(0)} , 

(24) 

where pis the target density, /(0) is the spin-independent 
differential cross section, and a and (3 are parameters that 
contain logarithmic dependences on t. Generally, the 
dependence of a and (3 on t is ignored and both are treat
ed as unknown coefficients, to be determined from fitting 
procedures applied to the Mott data. With the use of Eqs. 
(5) and (24) we find for the thickness-dependent ideal 
Mott asymmetry 6M(t) the expression 

6M(0)[ 1 +t ({3-a)] 
6M(t):::::: l+f3t , (25) 

where 6M(0)=6M(t =0)=PS(0). Using Eq. (25) as the 
basic relation for the thickness dependence of the Mott 
asymmetry, we can develop several simplified operational 
approaches to the extrapolation to zero foil thickness. Ex
panding the inverse of 6M(t) in powers of t and keeping 
only terms to second order consistent with Eq. (23), for 
example, yields 

(26) 

provided the quantity ((3-a)t is small compared to unity. 
The approach suggested by Ea. (26) has been used in a 
number of previous studies.6•16•i1,22,so-s3 It should be ob
served, however, that in this approach only the coefficient 
a survives, which for 0 > 90° contains depolarizing effects 
dominated by large-angle double scattering rather than 
small-angle multiple scattering. 

In order to gain a measure of the relative strength of 
double scattering to that of single scattering, we must look 
at the coefficient {3, which we can obtain by plotting 
N 101 /t as a function oft, where N 101 is given by 

N 101 =N2(0)+N,(0)=2pl(0)t(l+f3t). (27) 

Using our corrected event rates (Nt )c and (Nt le [or 
equivalently (N1 )c and (N2 )c] for N 1(0) and N 2(0), 
respectively, we show in Fig. 8(a) an example of such a 
plot, from which we find 2pl =0.035(10) cm2 /µg and 
/3=0.0156(35) cm2 lµg. Thus, our elastic spectra contain 
significant contributions from double scattering for foils 
as thin as 44 µg/cm 2• 

Returning to consideration of extrapolation methods 
for 6M(t) we observe that to first order in t, the form 

(28) 

is the same as that given by Eq. (26). For foils that are 
sufficiently thin, Eq. (28) may be a sufficiently good rep
resentation to use for thickness extrapolation. It has, in 
fact, been successfully employed in many Mott measure
ments, either as stated24 or with e -at taken as 
( l -at).11,1s,20,21,21,30,33 

The forms given by Eqs. (26) and (28), by virtue of the 
approximations used, may not be the best representations 
for 6M(t), an assertion borne out by at least some of our 
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data. In an effort to develop alternate if not more accu
rate extrapolation methods, we are thus led to consider re
lations that retain the information contained in the coeffi
cient /3. By combining Eqs. (25) and (27) and retaining 
terms to first order in N101 (t), we find, for example, the 
relations 
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FIG. 8. (a) Plot of N 101 /t as a function of t illustrating the 
quadratic dependence of N 101 on t. (b) Extrapolation of 1/ AM to 
zero foil thickness, in accordance with Eq. (26). (c) Extrapola
tion of In( AM) to zero foil thickness, in accordance with Eq. 
(28). (d) Extrapolation of AM to zero N,01 , in accordance with 
Eq. (29). (e) Extrapolation of 1/AM to zero N,0 ., in accordance 
with Eq. (30). 

and 

(30) 

While other usable expressions can probably be developed, 
it is instructive at this point to consider the relative merits 
of the four forms contained in Eqs. (26) and (28)-(30), 
and to see whether, in the absence of additional theoretical 
guidance, any one of them is substantially better, based 
upon its ability to fit to the data. 

Before applying any of the four forms to the data, we 
first note that with the substitution of the corrected Mott 
event rates (Nf le for the scattered intensities N;(0) as 
previously described, we may replace 6M(t) by the actual 
Mott asymmetry, AM(t), given by Eq. (22). Proceeding in 
this manner, we can generate the four extrapolations 
shown graphically in Figs. 8(b)-8(d), corresponding 
respectively to Eqs. (26) and (28)-(30). These graphs, to
gether with their least-squares fits for AM(0) and a, sum
marized in Table III, represent results for one of our two 
data sets. (Since the other data set produces similar re
sults, we have not displayed them.) It should be noted 
that while the values of a associated with the t extrapola
tions are obtained from those extrapolations directly, the 
values of a associated with the N 101 extrapolations rely 
additionally on the magnitude of 2pl obtained from the 
plot of N 101 /t versus t shown in Fig. 8(a). 

Several observations are now in order. (1) From the 
summary of Table III, there is an apparent discrepancy 
between the values of a obtained from the N 101 extrapola
tions on one hand and those obtained from the t extrapo
lations on the other. This discrepancy is a natural conse
quence of the retention of a t 2 term in N 101 , which is ab
sent by definition in the t extrapolations. (2) Based upon 
the t extrapolations carried out for our 94-keV Mott mea
surements, including the two corresponding to the data set 
not displayed, we obtain an average value of 0.0034(7) 
cm2 /µg for the coefficient a, the ±21 % uncertainty dom
inated by the ±20% uncertainty in the interferometric 
foil-thickness calibration. From earlier measurements 
carried out at a scattering energy of 100 ke V we obtain 
(after recent revisions) a value of 0.0028(10) cm2 /µg for 
a, based upon the t extrapolation method given by Eq. 
(26). We observe that both of these a values are in good 
agreement with those measured by other research
ers. 18•21 •61 • 73 (3) Based upon the uncertainties in AM(0) 

given in Table III for each of the four extrapolation 
methods, it would appear that the N 101 extrapolations pro
vide a somewhat better approach to the problem than the 
t extrapolations. Nonetheless, since the t extrapolations 
still provide reasonable X2 values, and since there is no 
strong physics justification for using the N tot method, 
save its inclusion of some (but clearly not all) of the in
herent t 2 dependence, we believe that it is improper to re
ject the t extrapolation results summarily. 

In light of the preceding observations we have conclud
ed that a reasonable way to calculate a final value of 
AM(0) is to use a weighted average of the four extrapola
tions. In this way we lend more credence to the N101 ex
trapolations without rejecting the t extrapolations com-
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TABLE III. Results of the Mott asymmetry extrapolations to zero foil thickness shown in Figs. 
8(b)-8(e) for one polarization measurement at 94±2 keV. 

Method of xi confidence 
extrapolation Eq. AM(O) a (cmi/µg) xi per deg. freedom level 

1/AM vs t (26) 0.2910(83) 0.0044(11) 1.06 35% 
lnAM vs t (28) 0.2868(69) 0.0037(9) 0.94 39% 
AM vs Ntot (29) 0.2723(36) 0.0013(4) 0.09 92% 
1/AM vs N1o1. (30) 0.2767(45) 0.0018(5) 0.13 88% 
Weighted average• 0.2772(69) 

"The uncertainty has been increased to include within 2u the four values of AM(0) determined from the 
separate extrapolations. 

pletely. Since all the extrapolation procedures are fraught 
with some degree of theoretical uncertainty, however, we 
believe that conservatism dictates an assignment of a one
standard-deviation (u) uncertainty to the weighted aver
age AM(O) such that all four individual extrapolation re
sults fall within ±2u of AM(O). For the data set summa
rized in Table III, such an assignment results in a one
standard-deviation fractional uncertainty of ±2.5%. On 
the basis of our other measurements, however, we believe 
that a value of ±3% might have more general applicabili
ty. 

In order to complete the Mott analysis, we use Eq. (7) 
with AM(O) substituted for AM. For (S) we use the value 
of -0.387(8) which we obtain from interpolated theoreti
cal calculation!l of other researchers. (We rely on theoreti
cal values of (S) rather than experimental ones, since the 
latter were obtained from difficult double-scattering ex
periments that are susceptible to a number of systematic 
errors.) The ±2% fractional error in (S) results from 
uncertainties in screening corrections and the absence of 
precise double-scattering experiments that might provide 
an empirical value for ( S). Since the uncertainty in ( S) 
is essentially a systematic one, we combine the fractional 
uncertainties in AM(O) and (S) linearly, in which case we 
obtain a one-standard-deviation precision of ±5% for P. 
While not central to the main purpose of this paper, we 
point out for completeness that with this analysis we ob
tain a value of P=0.716(32) for the polarization of the 
beam used in the Mott measurements summarized in 
Table III. 

IV. CONCLUSIONS 

The analysis and results described in the preceding sec
tion lead us to three significant conclusions. First, above 
the discriminator threshold, which was set at a value cor
responding to a 24 keV energy loss for the scattered elec
trons, we find that plural- and/or multiple-scattering ef
fects are concentrated in the elastic peak rather than in 
the extrapolated inelastic triangular tail. Second, within 
the extrapolated inelastic tail, the events are equally divid
ed between those resulting from the energy-loss processes 
associated with detector outscattering on one hand and 
with forward scattering from the target followed by large 
angle wall collisions on the other. Third, at the present 
time, as a consequence of the foil-thickness dependence of 

the Mott asymmetry and the theoretical uncertainties in 
the calculations of the Sherman function,6•46 conventional 
Mott polarization measurements appear to be limited to 
an absolute precision of ±5%. 

We now examine the implications of these conclusions 
for the physics of multiple and plural scattering (insofar 
as it pertains to Mott scattering) as well as for the claimed 
precision of a number of published Mott studies. For the 
purpose of this discussion, we will limit ourselves to the 
case of double scattering, a restriction that is justified for 
thin targets, as evidenced by the quadratic dependence of 
N101 on t illustrated in Fig. 8(a). 

It is obvious that double-scattering processes can contri
bute substantially to the total event rate only when the 
cross sections associated with both scatterings are relative
ly high. Recently, we learned74 that much conventional 
thought holds that only inelastic events characterized by 
large energy losses (AE ~ 1 keV) meet this criterion. We 
speculate that such a body of opinion may have developed 
because the scale of the energy loss of a typical inelastic 
event is sometimes mistakenly associated with the value of 
the mean atomic-excitation energy, J, that appears in the 
Bethe-Block equation75 for the electron stopping power, 
- dE /dx. In the case of gold, an element with the rela
tively large atomic number of Z=79, I indeed has a value 
of approximately 800 eV, as calculated from the semi
empirical relation75 

(31) 

which is valid for Z ~ 4. The association of I with the 
energy loss of a typical inelastic event, however, is im
proper, as we shall now demonstrate. 

By definition, I represents the average of all possible 
atomic-excitation energies weighted by the cross section 
associated with each corresponding energy loss. In order 
to arrive at a value for J of 800 eV, given the much larger 
energies associated with inner-shell excitations (for exam
ple, 7.5X 104 eV for the K shell), it is obvious that low
energy outer-shell excitations must be heavily represented 
in the double-scattering process. Thus, we should expect 
double-scattering events to make their presence felt only 
in a rather narrow band of energies below the elastic 
value, a conclusion that is borne out by our first result, to 
wit we find no evidence of a foil thickness dependence of 
the inelastic triangle, a part of the exponential spectral 
section that is dominated by large energy losses. (A simi-










